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1. Introduction 
 
Data classification is the process of sorting and 
classifying data into different types, forms, or 
other distinct categories. Data classification 
enables the separation and classification of data 
according to the requirements of the data set for 
various business or personal purposes. It is 
basically the process of managing data [1, 2]. Deep 
learning is a section or part of machine learning 
that is part of the larger science called Artificial 
Intelligence.  

 It is a technique invented by man in order to try 
to imitate the way the human mind works. Deep 
learning tries to simulate the human mind in all its 
capabilities, which include; Seeing, understanding 
speaking, listening, and other capabilities are 
powerful and unrivaled by our human mind. Not 
only that, but that scientists have studied the 

human brain and how it works in order to design 
algorithms and programs capable of simulating it, 
and for this reason, we find that these algorithms 
are inspired by human medical and neurological 
studies and try as much as possible to imitate 
them, but in computational rather than biological 
ways. Neurons or Neural Networks have been 
replaced by a computer to become a perceptron or 
Artificial neural network, of which we now have 
many types such as: Convolutional Neural 
Network, or Recurrent Neural Network [3, 4]. X-
rays are a type of electromagnetic radiation that 
has a wavelength in the range from 10 to 0.01 
nanometers, corresponding to frequencies in the 
range 30 petahertz to 30 exahertz (30 × 1015 Hz 
to 30 × 1018 Hz) and energy in the range 120 
volts to 120 KV The wavelength of X-rays is 
shorter than that of ultraviolet rays. In many 
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A B S T R A C T 
 

 

In this study, we developed a new model based on Convolutional Neural Network 
(CNN) and the power of signal function for Covid-19 detection. The presented method 
consists of three parts: CNN, power of the signal, and classifiers. The aim of applying 
CNN is to extract high-level and sensitive features from input x-ray images. The CNN 
pre-trained model Alexnet is used in this section as a features extractor and the 
extracted features are wired to the power of signal function that is used to calculate the 
power of each period and reduce the size of input features. Then, the extracted features 
by the power of the signal are wired directly to the classifiers. The obtained results 
have 95.5% accuracy which is remarkable when compared with several states of art 
studies presented in this field. 

mailto:sabahrashed1984@gmail.com
https://doi.org/10.5281/zenodo.7809370
http://www.gsjpublications.com/
http://www.gsjpublications.com/


Rashed,S. B. & GÜLTEPE, Y.                                   Journal of Global Scientific Research (ISSN: 2523-9376) 7 (4) 2023                                     3057 

 

 

languages, it is called Röntgen rays after their first 
discoverer, Wilhelm Röntgen, who called them X-
rays, which means unknown rays. The discovery 
of X-rays opened the way for more accurate 
examination of the internal organs and viscera 
involved in the human body. Then the German 
discoverer Roentgen deserved to win the 
prestigious Nobel Prize in Physics in 1901 and it 
was the first in this branch since the award was 
established at all. [5, 6].  The New Coronavirus 
Disease (COVID-19) is a virus that was first 
identified on January 13, 2020 as a result of 
research conducted in a group of patients who 
developed respiratory symptoms (fever, cough, 
shortness of breath) in Wuhan Province in late 
December. The outbreak was initially detected in 
those in the seafood and animal market in this 
region [7, 8]. Later, it spread from person to 
person and spread to other cities in Hubei 
province, especially Wuhan, and other provinces 
of the People's Republic of China and other world 
countries. Coronaviruses are a large family of 
viruses that can cause disease in animals or 
humans. In humans, several coronaviruses are 
known to cause respiratory infections, ranging 
from the common cold to more severe illnesses 
such as Middle East Respiratory Syndrome 
(MERS) and Severe Acute Respiratory Syndrome 
(SARS) [8]. The New Coronavirus Disease is 
caused by the SAR-CoV-2 virus. Although 
asymptomatic cases have been reported, their rate 
is unknown. The most common symptoms are 
fever, cough and shortness of breath. In severe 
cases, pneumonia, severe respiratory failure, 
kidney failure and death may develop. It is 
transmitted by the inhalation of droplets scattered 
by the sick individuals with their coughing and 
sneezing. The virus can also be taken by taking the 
hands of the patients to the face, eyes, nose or 
mouth without washing their hands after touching 
surfaces contaminated with respiratory particles. 
It is risky to touch the eyes, nose or mouth with 
dirty hands [9, 10].  

Related work  

Since the outbreak of the pandemic, automated 
screening for Covid-19 disease detection has 
become a top priority for the research community. 
The development of an automated system for 
classifying CT scans of the lung remains 
challenging due to the complexity of diagnosing 
infectious and inflammatory lung diseases on a 

visual inspection. Although visual inspection is an 
acceptable standard, it tends to be subject to 
errors from the large number of patients that need 
to be diagnosed. In this regard, researchers have 
proposed many studies to automatically identify 
the unique features of Covid-19 by various 
methods. Kang et al. have proposed a multi-image 
representation learning technique that can 
automatically diagnose Covid-19 [11]. They 
applied their proposed model to 2522 CT scan 
images to validate. With the method they applied, 
they reached 95.5%, 96.6% and 93.2% accuracy, 
sensitivity and specificity, respectively. Li et al. 
have proposed a deep learning automated 
framework, COVNet, to accurately identify Covid-
19 with chest CTs [12]. While creating their 
models, they used chest CT consisting of 4356 
images. With this model, a sensitivity of 87% and 
an Area Under the Curve (AUC) value of 0.95 were 
obtained in detecting Covid-19 patients from 
other pneumonia patients. Xu et al. have designed 
a deep learning model called ResNet for early 
detection of Covid-19 [13]. A total of 618 
pulmonary CT samples were used while creating 
the model. In this study, a final accuracy of 86.7% 
was achieved that distinguishes Covid-19 from 
influenza-A pneumonia and healthy cases. 
Ardakani et al. used ten convolutional neural 
networks, namely VGG-16, VGG-19, AlexNet, 
GoogleNet, SqueezeNet, ResNet-18, ResNet-50, 
ResNet101, MobileNet-V2 and Xception, to 
differentiate Covid-19. They compared it with 
other pneumonias (ie non-Covid-19) using  

1020 CT images [14]. In this regard, they observed 
that ResNet 101 and Xception achieved the 
highest AUC of 0.994 and recommended Resnet 
101 to characterize and detect Covid-19 patients. 
In another study, Bai X. et al. introduced 
EfficientNet, a deep neural network architecture, 
and applied CT frames obtained from 1186 
patients to this architecture [15]. While 
distinguishing between Covid-19 and non-Covid-
19 in the produced system, 96% accuracy, 95% 
sensitivity and 96% specificity were obtained in 
the released system. Shi et al. have applied 
Random Forest (RO), a machine learning 
algorithm, to screen for Covid19 [16]. presented 
for this study. They used CT images of 2685 
patients to evaluate their model. In the model, 
after evaluating the 5-fold cross-validation 
technique, the model reached accuracy, sensitivity 
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and specificity of 87.9%, 90.7% and 83.3%, 
respectively. In another study, Özkaya et al. 
produced 3000 patch images from 150 CT images 
and applied further sequencing and fusion 
techniques on these images [17]. A Support Vector 
Machine (SVM) was used for classification, and 
before that a pre-trained ESA model was used as 
part of the transfer learning method. In the 
presented procedure, 98.27% accuracy, 97.63% 
precision and 97.6% sensitivity were obtained. 
Alom et al., [18] presented the transfer-learning, 
RegionalConvolutional Neural Network (B-ESA), 
an efficient deep learning approach to detect 
Covid19. Researchers have previously used the 
NABLA-N network for infected area segmentation 
to improve the outcome of classification. In order 
to evaluate the proposed method, both Xray and 
CT images were studied. They obtained 84.67% 
and 98.78% accuracy values from X-ray and CT 
images, respectively. Current classification models 
show some limitations in terms of feature 
extraction complexity. Various feature extraction 
algorithms play an important role in capturing 
significant changes in the spatial distribution of 
image pixels. Recently, fractional analysis and its 
applications have been used in different 
application areas [19]. In this study, existing 
models for lung CT scan classification for image 
classification tasks, considered one of the 
contributions of the study, rely solely on deep 
learning for feature extraction. Therefore, 
combining clinical findings with deep learning 
features will positively affect the course of the 
disease history by further improving the 

classification performance between 
Covid-19 and healthy cases. The motivation of this 
study is to propose an efficient classification of 
healthy lungs with Covid-19 in CT scans using 
deep learning.  

2. Methodology  

In this section, the proposed model presented and 
explained. In the first stage, the CNN applied to 
extract important features and reduce the size of 
x-ray images from 227*227*3 to 4096*1 for each 
image. The CNN play important role in reducing 
the execution time which reduced the features 
size for each sample from 154,587 to 4096 
features that is the output of Alexnet [15]. Then 
the 4096 features wired to the power of signal 
function which can be calculated for 2 period or 4 
period.  The power calculated according to the 
equation (1):   

𝑝 = lim 1                    − (𝑡)\2                                                                       
(1) 

                      𝑇               \𝑥 𝑇 

X (t) represented the vector of features; P 
represented the vector of new extracted features. 
Then, the P values wired to the classifiers that 
trained in supervised fashion to classify the 
features to the classes. The flowchart of the 
proposed method presented in Figure 1.   
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Figure -1 Flowchart of the model 

  

Dataset   

The well-known x-ray image dataset used in 
several state of art Covid-19 detection studies. The 
dataset consist from 5144 train data and 1288 test 
images and the whole dataset consist from 6432. 
The dataset consist from three classes: COVID19, 
PNEUMONIA, and NORMAL  

3. Results   

In this section, the proposed method validated in 
common used x-ray dataset. We next report the 

comparisons between different Machine Learning 
models and show the superior of the SVM 
classifier. Moreover, we show two patient level 
case studies along with variable importance plots 
demonstrating which variables the models found 
most important. Confusion matrix of the four 
classifiers: (DT, SVM, KNN, and RF) presented in 
the Figure 3, Figure 4, Figure 5, and Figure 6 
respectively. These results are obtained after 
testing several iteration values to select the best 
iteration number. The accuracy of the DT 
presented in the Figure 1 according to the 
iterations of the training. 
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Figure -2 Iterations of CNN+ Power of Signal + DT 

Furthermore, the confusion matrix of the iteration 50 which is the highest and best result presented in the 
Figure 3. 

 

Figure -3 CNN+ Power of Signal +DT 

On the other hand, the accuracies of the SVM according to the iterations presented in the Figure  4. 
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Figure -4 Iterations of CNN+ Power of Signal + SVM 

Furthermore, the confusion matrix of the iteration 50 which is the highest and best result presented in the 
Figure 5. 

 

 

Figure -5 CNN+ Power of Signal +SVM 

Moreover, the KNN iterations also presented in the Figure 6 with accuracies. The iterations that tested in 
these experiments are 40, 50, and 60. 
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Figure -6 Iterations of CNN+ Power of Signal +KNN 

Furthermore, the confusion matrix of the iteration 60 which is the highest and best result presented in the 
Figure 7. 

 

Figure -7 CNN+ Power of Signal +KNN 
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Figure -8 Iterations of CNN+ Power of Signal +RF 

 

 

Figure -9 CNN+ Power of Signal +RF 

The obtained results compared with several studies that applied deep learning techniques to the same 
dataset as shown in Table 1. 
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Table 1 Obtained Results. 

Ref Method Acc 
(%) 

[15] Tailored CNN 92.3 

[16] DenseNet 88.90 

[17] Capsule Networks 95.7 

[18] DarkNet-19 based CNN 87.02 

Our Method CNN+ Power of Signal +RF 93.2 

Our Method CNN+ Power of Signal +KNN 91.2 

Our Method CNN+ Power of Signal +DT 85.8 

Our Method CNN+ Power of Signal 
+SVM 

95.9 

 

4. Conclusion   

According to the obtained results we can conclude 
that the Power of signal function enhance the 
extracted features by the CNN. The execution of 
the same method without applying power of 
signal function leads to lose in exaction time and 
also presented low accuracy. The 4096 in the most 
time contain effective features which this leads to 
lose in execution time. The power of signal 
function is simple equation lead directly to reduce 
the size of features which lead to gain in the 
execution time.   

Furthermore, in the future studies the author 
advises the researcher to applied other feature 
extracted techniques to assist CNN in the features 
extraction level which lead to enhance the 
classification accuracy and execution time. 
Furthermore, other transfer learning techniques 
can be applied in other image classification 
problems.   
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